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ABSTRACT 

Big data analytics gained a great deal of attention from both, the business world and the 

academia. Investments of time, capital and personnel are significant, to the level that pioneers 

of this field reached a point of no return. Although there are clear insights of successful 

companies built on a big data analytics strategy, the results from the researchers’ work show 

mixed outcomes. It is not explicit under which circumstances big data analytics adoption 

leads to positive results. The purpose of this study is to run a meta-analysis review on the 

empirical articles that tackle big data analytics and organizational performance topics. As a 

methodology, we searched all the articles indexed on ISI Web of Knowledge during period 

January 2010 – May 2019. After the first filter, we selected 375, out of which we included 

only those studies which respected our full criteria: empirical study, provided results, at least 

one effect size and measurement error displayed. Based on this standard, we included 37 

articles in our meta-analysis. The findings confirm that big data analytics play an important 

role in organizational performance. Finally, implications for practice are discussed, and 

future research directions are proposed considering the limitations of our study. 
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1.INTRODUCTION 

 

“Data is the new oil”, this is a very common headline from many business newspapers (e.g. 

The Economist, Medium, Hackermoon etc.). This metaphorically association seems quite 

right if we think that it highlights many of the similarities between these two, otherwise 

totally different elements. Firstly, it sends to the idea of the huge economic importance as a 

resource which both elements possess. Then, like oil, data needs to be “mined” and refined in 

order to obtain a valuable finished product. Also, the idea that data can be sold as a 

commodity, so it is not mandatory that the ones that produce it should use it. Even those who 

wrote articles arguing why “data is not the new oil” somehow just reinforce the idea. If data 

is going to be a critical value in the future, then the next question is to what extend is big data 

analytics valuable for an organization. Similar with the emergence of internet in the 90s where 

many researchers rushed in to argue that there is a clear connection between investments in IT 

infrastructure and organizational performance, there are many specialists that already drew 

the conclusion that investing into big data analytics is the right path for all organizations 

(Gupta & George, 2016). 
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However, if we are to review the results of the published articles, we might be tempted to 

deduce that the results are mixed and that there is no decisive conclusion. It is because of this, 

that the purpose for the current study is to do a meta-analysis review across all the empirical 

studies on the topic of big data analytics and firm performance. 

 

2. LITERATURE REVIEW 

 

One of the first findings we noticed when we started the meta-analysis is that the researchers 

define, or better put, identify big data analytics in many forms and shapes. For example, some 

authors classify big data analytics based on the types of analyses used such as: descriptive, 

predictive and prescriptive analytics (Aydiner et al., 2019). Others make distinction between 

big data technological capabilities and big data personnel capabilities (Anwar et al., 2018). A 

third categorization is based on the distinction between big data resources and big data 

capabilities (Gupta & George, 2016).We have a multitude of approaches for the measurement 

of performance. The most common approach encountered is to assess the financial 

performance or the market performance (Corte-Real et al., 2017; Huang et al., 2018; Ren et 

al., 2016; Tang et al., 2018; Wamba et al., 2017; Yu et al., 2018). Another cluster used for 

assessing an organization’s effectiveness is the ability to obtain a competitive advantage 

(Anwar et al., 2018; Shan et al., 2018), others measure the decision-making effectiveness 

(Wang &Byrd, 2017). 

 

Regardless of the methods or scales through which the two elements are assessed, our scope 

and direction is the same, and most simply put, we aim to evaluate the extent to which big 

data analytics produces positive outcomes. Although this might be considered as too broad or 

too generalized, we argue that our approach is backed by one of the pioneers of meta-analysis 

methodology. When being asked about the danger of operating a too inclusive selection 

procedure, Glass (1978) used the analogy of comparing apples and oranges, saying that it is 

acceptable to compare the two, if your object of study is the fruit. As a reinforcement of 

Glass’s claim, Rosenthal (1991) continued that combining apples and oranges is desirable if 

you want a fruit salad. From a statistical point of view, there is no restriction as which studies 

to be included. However, the question has to be asked as how diverse should be the pool of 

studies in order for the analysis to be meaningful. It is considered as a good practice, if the 

question asked by the meta-analysis study is broader than the one asked by the individual 

studies (Borenstein et al., 2009). Due to the diversity of the studies, it is recommended that 

the analysis should use the random effects model, but about this topic we will be more 

comprehensive in the methodology section of this study. We aim to split the literature review 

within two parts, which is similar to the logic of our study: first, big data analytics within 

literature and second, measuring approaches for performance within the included articles in 

our meta-analysis. 

 

2.1 Big data analytics in the literature 

Big data is defined within the practitioner’s world and it seems that these definitions are 

incorporated in the academic literature as well. According to Gartner Inc: “Big data is high-

volume, high-velocity and/or high-variety information assets that demand cost-effective, 

innovative forms of information processing that enable enhanced insight, decision making, 

and process automation (Gartner, n.d.).”The focus here is on the characteristics of big data, 

which are: high in volume, increased velocity and broad variety. The authors acknowledge 

that data represents an asset, based on which, economic value is pursued. In order to be 

processed, state-of-the-art tools and specialized knowledge are required. Third, the benefits of 

putting in place such a process is new discoveries, improved decision-making system, and 
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automation. Basically, the validity of the last part is the scope of our study: to assess whether 

or not this proposition is proven by the results of the articles from the academic world. 

 

Davenport and Harris (2007) describe big data analytics as:“the extensive use of data, 

statistical and quantitative analysis, explanatory and predictive models, and fact-based 

management to drive decisions and actions”. In other words, the raw material here is data, 

which is processed using a multitude of statistical methods, and what is happening at 

organizational level is that a new style of management is put in place, which is based on 

evidence, contrary to the so called “gut feeling” decisions or managing by one’s experience. 

 

Based on the scope, big data analytics, can be classified as: descriptive analytics, predictive 

analytics and prescriptive analytics (Davenport & Kim, 2013). These three dimensions answer 

the following questions: “what happened?”, “what is probable to happen?”,“what should we 

do about it?”In terms of impact, (LaValle et al., 2011) identified that top performing 

organizations are twice more likely to make decisions which are grounded on strong analyses, 

for both strategic decisions and operational decisions. Although we have seen that big data 

can be perceived as a resource, some authors went further, arguing that in order to obtain a 

positive outcome, an organization has to develop a big data analytics capability. A capability 

is a unique mix of resources, which makes it difficult, if not impossible, for competitors to 

imitate it. Within the management literature this would be called gaining a competitive 

advantage. One such theory is the Resource-Based Theory proposed by Barney (1991), based 

on which many of the studies included in our meta-analysis are designed (Akter et al., 2016; 

Shan et al., 2019;Yu et al., 2018).On the same framework, Gupta and George (2016) 

empirically demonstrated that big data analytics capability enables firms to improve their 

performance. 

 

2.2 Performance measurement 

For the performance part, which is the second part of our equation, we identified that the 

majority of articles are aligned when it comes to measurements methods, but besides this, 

there is a good amount of diversity in methods. For the most part, the effectiveness of big data 

analytics is assessed in terms of financial performance, meaning the researches are looking at 

classical indicators such as: return on assets, return on equity, labor productivity, inventory 

turnover, profit margin, leverage etc. (Corte-Real et al.,2017; Huang et al., 2018; Raguseo & 

Vitari, 2018; Tang et al., 2018; Torres et al., 2018;). Operational performance is very common 

among studies, meaning the efficiency of processes within firms (Aydiner et al., 2019; Gupta 

et al., 2018; Fink et al., 2017). Another measurement is that of market performance in 

comparison with that of competitors (Gupta & George, 2016; Ren et al., 2016; Wamba et al., 

2017;). Besides this, we identified other measurements such as customer retention (Akter et 

al., 2016), customer satisfaction (Raman et al., 2018), or customer relationship management 

performance (Nam et al., 2019). One type of performance is that in regards to decision 

effectiveness. This category is expected when we think that most of the analytics activity has 

as primal scope to provide decision makers with relevant insights (Cao et al., 2015; 

Ghasemaghaei et al., 2017; Wang and Byrd, 2017). So far, we tried to make a short 

description of how big data analytics and performance are treated within the literature we 

included in our study. But as a more comprehensive and structured analysis we prepared 

Table 1., where we extracted, out of all the 37 articles included in our meta-analysis, the main 

takeaways in terms of: samples and unit of analysis, methodologies, operationalizing big data 

analytics practices, operationalization of performance and the main findings. 
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Table 1. Summary of the articles included in the meta-analysis 

Paper 
Sample and 

unit of analysis 
Method 

Operationalizing BDA 

practices 

Operationalization  

of performance 
Findings 

(Akter et al., 

2016) 
152 responses 

Partial least squares 

(PLS) path modeling, 

and confirmatory factor 

analysis (CFA) 

BDA management 

capability; BDA technology 

capability; BDA talent 

capability. 

Customer retention, sales 

growth, profitability, 

return on investment 

BDA capability on firm performance 

β=0.709 

(Anwar et al., 

2018) 
312 firms 

Structural Equation 

Modeling (SEM) and 

CFA 

BDA technological; 

capabilities; BDA personnel 

capabilities. 

(1) Competitive 

advantage (CA)  

(2) Firm Performance 

(FP) 

BDTC and BDPC have significant 

positive impact on FP and CA 

(Aydiner et al., 

2019) 
204 responses 

CFA and SEM using 

AMOS 

Adoption of business 

analytics 

(1) Business process 

performance (BPER) 

(2) Firm performance 

Adoption of business analytics 

positively influences both BPER and 

FP. 

(Cao et al., 2015) 740 responses PLS-SEM Data driven decision making 
Decision making 

effectiveness 

Business analytics has a positive effect 

on decision-making effectiveness. 

(Chavez et al., 

2017) 

329 useable 

questionnaires 
SEM with AMOS 23 Data-driven supply chains 

Manufacturing 

capabilities: Quality, 

Delivery, Flexibility, 

Cost 

The path coefficients are as it follows: 

Flexibility (0.493), Delivery (0.610), 

Quality (0.526), Cost (0.599). 

(Chen et al., 

2015)  
Sample of 161 PLS-SEM BDA Use 

Asset Productivity 

Business Growth 

BDA Use on Asset β=0.291, while 
upon the Business Growth β=0.303.  

(Corte-Real et 

al., 2017) 

175 usable 

responses 
PLS methodology Agility capability 

Financial performance; 

Strategic performance. 

BDA can enable organizational agility 

which impacts competitive advantage.  

(Côrte-Real et 

al., 2019) 
175 surveys PLS 

Strategic alignment between 

IT and business, strategic 

role of BDA, BDA use. 

Strategic and Financial 

Performance 

BDA use has a positive significant 

impact on BDA sustained value, 

β=0.316.  

(Dubey et al., 

2017) 

205 

questionnaires 

Ordinary least squares 

(OLS) regression 

BDA capability: tangible 

resources; human resource; 

intangible resources. 

"Swift trust" impacts 

visibility and 

coordination. 

It has been identified that swift trust 

does not have a significant impact on 

the relationships between BDPA and 

visibility and coordination. 

(Ferraris et al., 

2018) 

88 usable 

surveys 

SEM within the 

resource-based theory 

framework. 

BDA management and BDA 

technological capabilities. 
Financial performance 

Developing BDA capabilities improved 

firms’ financial performance. 

(Fink et al., 

2017)  

159 

questionnaires 
SEM. 

Operational business 

intelligence and strategic BI 

capabilities. 

Operational value; 

Strategic value. 

Operational BI on operational value 

β=0.518 and strategic BI on strategic 
value β=0.186. 

Ghasemaghaei 

(2019) 

179 

questionnaires 
SEM in SmartPLS 3.0 

Structural Readiness; 

Psychological Readiness. 

Value creation: capability 

to overcome threats and 

exploit opportunities. 

BDA use positively influences firm 

value creation (β=0.553), structural 
readiness influences BDA use 
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Paper 
Sample and 

unit of analysis 
Method 

Operationalizing BDA 

practices 

Operationalization  

of performance 
Findings 

(β=0.539, and firm’s psychological 

readiness BDA use (β=0.161) 

(Ghasemaghaei 

et al., 2017) 
151 responses 

SmartPLS version 2.0 

and bootstrapping with 

500 re-samples 

BDA capability 
(1) decision quality 

(2) decision efficiency 

A significant, positive relationship 

between data analytics capability and 

firm decision-making performance. 

(Ghasemaghaei 

et al., 2017) 
215 surveys 

SmartPLS version 3.0 

with bootstrapping 

employing 500 

resamples. 

BDA use data tools fit, 

people tools fit, task tools fit. 
Firm Agility 

The proposed model has been found to 

be non-significant, with a path 

coefficient model of -0.108. 

(Gunasekaran et 

al., 2016) 
205 responses 

Multiple regression 

analysis 

Connectivity, information 

sharing, BDPA Acceptance, 

BDPA Assimilation. 

Organizational 

performance (OP); 

Supply chain 

performance (SCP) 

Connectivity and information sharing 

are positively related to BDPA 

acceptance, which is positively related 

to BDPA assimilation and positively 

related to OP and SCP 

Gupta and 

George (2016) 
340 responses 

Exploratory factor 

analysis using principal 

component analysis and 

varimax rotation. 

BDA capability:tangible 

resources; human resources; 

intangible resources. 

Operating performance 

(OP) Market 

performance (MP). 

For MP β=0.86, for OP, β=0.67. 

(Gupta et al., 

2018) 

231 

questionnaires 

PLS-SEM. by Warp 

PLS version 6.0. 

BDA capability: data, 

managerial skills, technical 

skills. 

Market performance 

(MP); Operational 

performance (OP) 

BDPA has a positive effect on MP 

(β=0.51). 
BDPA has a positive effect on OP 

(β=0.48). 
Hosoya and 

Kamioka (2018) 
107 surveys 

The hypotheses have 

been tested using SEM. 

Ad Hoc use of BDA, 

interpretation, learning. 

Sensemaking, agility, 

firm performance 
Agility on firm performance, β=0.72. 

(Huang et al., 

2018)  
386 surveys OLS regression models BDA implementations. 

Financial performance, 

productivity, market 

valuation. 

BDA implementation positively affects 

financial performance and market 

valuation, but not productivity. 

(Jeble et al., 

2018)  
205 responses PLS-SEM BDA Capability 

Environmental, 

Social, and 

Economic Performance 

Environmental Performance (β=0.74), 

Social Performance (β=0.21), Economic 
Performance (β=0.80). 

Mandal (2018) 
249 

questionnaires 

PLS in SmartPLS 

2.0.M3 

BDA management 

capabilities. 

Supply chain 

preparedness, alertness 

and agility 

BDA planning, BDA coordination and 

control BDA have a positive effect. 

BDA investment decision making does 

not have a significant impact. 

(Müller et al., 

2018) 

Panel 814 firms 

during period 

2008 - 2014 

OLS; fixed-effects 

estimator and; fixed-

effects two-stage least 

squares 

BDA assets: labor, capital, 

material 
Firm productivity (Sales) 

BDA assets are associated with an 

average of 3–7 % improvement in 

firm's productivity 
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Paper 
Sample and 

unit of analysis 
Method 

Operationalizing BDA 

practices 

Operationalization  

of performance 
Findings 

(Nam et al., 

2019) 
Sample of 170 PLS method 

IT competence, data 

management capability.  

CRM performance, 

mediated by customer 

response capability 

Customer response capability mediates 

between business analytics use and 

CRM performance. 

(Niebel et al., 

2019) 
2706 firms 

Probit model, Tobit 

model, fractional logit 

model. 

BDA is digitized information 

and analytical technologies. 

Percentage of sales 

resulted from new 

products/services.  

BDA increases tendency to innovate by 

6.7%.  

(Popovič et al., 
2018) 

181 

questionnaires 
PLS-SEM 

Routine use and innovative 

use of business intelligence 

systems 

Marketing and sales; 

management and internal 

operations; procurement. 

Marketing and sales β=0.254, 
management and internal operations 

β=0.580, procurement β=0.017. 

Raguseo and 

Vitari (2018) 

76 

questionnaires 

 

Variance-based SEM 
Business value BDA 

solutions. 

Financial performance 

Market performance 

Customer satisfaction 

BDA solutions explains 62.4% of the 

variance of customer satisfaction, 

71.9% of the variance of market 

performance, and 78.6% of the variance 

of financial performance. 

(Raman et al., 

2018) 
287 responses SEM 

Demand management; 

vendor rating; analytics; 

IOT; data science. 

Supply chain 

management 

performance 

BDA practices have a positive effect on 

supply chain management 

effectiveness.  

(Ren et al., 2016) 
287 

questionnaires 
PLS-SEM 

BDA system quality, 

BDA information quality. 

Financial Performance; 

Market Performance 

BDA business value upon firm 

performance, β=0.28.  

(Shan et al., 

2019)  

219 

questionnaires 
CFA and SEM 

IT technology resources;  

IT relationship resources;  

Idle resources. 

 

Competitive advantage 

The hypotheses for IT technology 

capabilities and compatibility are 

supported (β=0.179 and 0.351), while 
the hypothesis for strategy flexibility's 

impact on competitive advantage is not 

supported (β=0.001). 
 

Singh (2019) 
215 

questionnaires 

PLS-SEM in Smart PLS 

3 

Corporate commitment, 

big data acceptance, 

big data assimilation. 

Environmental 

Performance 

Organizational 

Performance 

The path coefficient for Big Data 

Assimilation impact on OP is 0.253. 

(Song et al., 

2018) 
309 responses 

CFA and OLS, as well 

as correlation matrix 

and regression analysis 

BDA usage toward Demand-

side; 

BDA usage toward Supply-

side. 

Performance of the 

merchants 

Both demand-side and supply-side data 

analytics usage have a positive impact 

on the performance of merchants, 

β=0.112 and 0.072. 

(Tang et al., 

2018) 
432 firms OLS regression. 

RFID, wireless sensor 

networks, middleware, cloud 

computing, and IoT 

application software. 

Financial performance   

Productivity 

Market value 

A positive impact of IoT on all three 

dimensions of performance. 
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Paper 
Sample and 

unit of analysis 
Method 

Operationalizing BDA 

practices 

Operationalization  

of performance 
Findings 

(Torres et al., 

2018)  
137 surveys PLS-SEM 

Business Intelligence and 

Analytics 

Operational performance 

Financial performance 

A positive relationship between 

Business Intelligence and Analytics and 

Firm Performance. 

(Wamba et al., 

2017) 
Sample of 297 PLS-SEM 

BDA infrastructure 

flexibility; BDA 

management capabilities, 

BDA personnel expertise 

capability. 

Firm performance 

(FPER) is divided into 

financial performance 

and market performance. 

BDA capability has a significant 

positive impact on FPER with a path 

coefficient of 0.56. 

(Wamba et al., 

2018) 

302 business 

analysts 

PLS-SEM and REBUS-

PLS algorithm 

Information Quality: 

completeness, currency, 

format and accuracy. 

Firm Performance is 

constructed on Business 

Value and User 

Satisfaction. 

Information quality has significant, 

positive impact on firm performance.  

Wang and Byrd 

(2017) 
152 responses CFA and SEM Absorptive capacity 

Decision-making 

effectiveness  

Business analytics capabilities improve 

absorptive capacity, which in turn 

positively impact the decision-making 

effectiveness (β = 0.441).  

(Yu et al., 2018) 
329 

questionnaires 
SEM with AMOS 23 Data-driven supply chains 

Information exchange; 

Coordination; Activity 

integration, 

Responsiveness. 

Information Exchange (β=0.765) 
Coordination (β=0.880), Activity 
Integration (β=0.878), Responsiveness 
(β=0.900). 

Source:Own editing, based on the literature reviewed 
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3 RESEARCH METHODOLOGY 

 

The main scope of our study is to assess the extent to which big data analytics produces positive 

effects within a firm. A meta-analysis is suitable for our need because this is a quantitative 

method to merge data from independent studies, which are treating the same topic. As a basis, we 

used the results of all the articles we managed to find which analyzed a form of big data analytics 

and the outcome it produces in terms of performance. The rationale for doing a meta-analysis is 

indicated by several advantages of this methodology such as: increased power of the study, as it 

can identify significant differences between study groups; combined sample of all the studies, 

which improves precision; tests the hypotheses across study groups, with different characteristics 

offering the possibility to identify clusters, and finally, it makes possible to compare conflicting 

studies, so that the discrepancies can be settled (Moore, 2012). We followed the procedures 

recommended by specialist from the field of social sciences. A meta-analysis should follow a 

couple of steps: a comprehensive literature search, a clear criterion for the inclusion of an article 

in the study, calculation of effect sizes, and finally running the meta-analysis itself (Field & 

Gillett, 2010). 

 

In terms of literature search, we used mainly the ISI Web of Knowledge database, due to the 

myriad of articles available and on the quality requirements for inclusion in our database.  

As searching criteria, we used tags such as “big data” or “data science” or “business analytics” 

combined with “firm performance” or “competitive advantage” or “value”. The first selection 

operation was performed based on title and abstract. After applying these two filters we remained 

with a database of 375 articles. The next step was the selection based on study type, where  

we included only the empirical studies, so we eliminated literature review studies and case 

studies. This was the most rigorous step, which left us with 52 articles. Further on, we did an 

additional clean up based on the alignment with our topic of the analysis of the articles and the 

availability of the measurements methodologies and results. Finally, we included 37 articles in 

our meta-analysis. 

 

The next step in our meta-analysis was the calculation or the extraction of the effect sizes.  

An effect size is a standardized measure which reflects the magnitude of the observed element in 

each study (Field & Gillett, 2010). In our approach, we used the standardized regression 

coefficient (β), which is similar with Cohen’s d, which is one of the most widely used effect sizes 

and represents the standardized difference between two means (Baguley, 2019; Grace-Martin, 

2011;). As an observation, we would add that where possible, we included more than one path 

coefficient from the articles. This is applicable when a study is assessing the impact of big data 

analytics upon multiple dimensions of performance (e.g. operational performance and market 

performance). Because of this decision, although our meta-analysis is based on 37 articles, the 

number of effect sizes included is 84. One of the advantages of a meta-analysis study is the 

increased power of the study given by the cumulated samples of the individual studies.  

In this regard, we can say that from our pool of articles, we identified only two cases where two 

articles shared the same sample. Excluding these two duplications we are left with an aggregated 

sample of 11389 individual observations. Secondary, in order to assign the weight of each study 

we calculated the standard error (SE) for each study (Borenstein et al., 2011).  
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In our approach we used the sample size of each study based on which we calculated the square 

root of the variance: 

 

SE = √ 1𝑆𝑎𝑚𝑝𝑙𝑒 𝑠𝑖𝑧𝑒−3  (Cheung, 2015) (1) 

 

After obtaining the effect size and the standard error, the next step is to perform the meta-analysis 

itself. There were two methods that we could have used here: the fixed effect model or the 

random effects model. The former model assumes that the studies included originate from a 

homogeneous population, so the larger studies will be assigned a bigger weight (Field &Gillett, 

2010). On the other hand, the latter model assumes that the similarity between studies is just 

enough so that it makes sense to include them in the same analysis, but besides this, the studies 

have their own specificities, so their effects are not identical (Borenstein et al., 2011). In our 

analysis we calculated both models. As a computing environment we used RStudio with R 

version 3.6.1. R package meta was used with the metagen function. In terms of estimation of 

between-study variance we used DerSimonian–Laird estimator which is the default method in 

metagen function and in the same time the only one available in RevMan 5, a specially designed 

software for meta-analysis. The DerSimonian and Laird estimator is calculated as it follows 

(Schwarzer et al. 2015):  

 

̂2 = 𝑄 − (𝑘 − 1)∑ ∑ 𝑤𝑘2𝑘𝑘−1∑ 𝑤𝑘𝑘𝑘=1𝑘𝑘−1   (2) 

 

where Q, the heterogeneity statistic is calculated as: 𝑄 =  ∑ 𝑤𝑘(𝜃𝑘̂𝑘𝑘=1 − 𝜃𝐹 )̂2  and 𝑤𝑘 = 𝑉𝑎𝑟̂(𝜃𝑘)̂−1. The estimator ̂2
is equal to 0 if Q< K-1.  

 

4 RESULTS AND DISCUSSIONS 

 

4.1 Findings of the study 

The results of our meta-analysis are visually displayed under Appendix 1. Forest plot for the 

meta-analysis and Appendix 2. Summarization of results in R Studio. The values of the columns 

from Appendix 1 indicate the following: Study – author/s and year of publication; TE – effect size 

of the study, seTE – standard error of the effect size; Log Risk Ratio – is the visual representation 

of the effect size and its confidence interval on an scale from -1 to 1; logRRand 95% CI – the 

effect size and its corresponding coefficient interval, Weight (fixed) – the weigh of the study 

based on fixed effect model, Weight (random) – the weight of the study based on the random 

effects model.  

 

Based on the fixed effect model, the aggregated value of the effects sizes is 0.4558 with a 95% 

confidence interval of [0.4435; 0.4680], p <0.0001. In the case of random effects model the log 

risk ratio is 0.4864 with a confidence interval of [0.4233; 0.5496], p<0.0001. The reason why the 

confidence interval is larger in the case of random effects model is because, besides the within-

study sampling error, there is there is a secondary source of between-studies variance (Borenstein 

et al., 2011).An important decision is the choice between fixed effect model and random effects 

model. Because of the algorithm of the metagen function from R, both are calculated by default. 
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However, there are statistical imperatives why only one is suitable for our study design. 

Borenstein et al. (2011) argue that when studies included in meta-analysis are conducted 

independently it is very unlikely to have a common effect size. Additionally, the use of random 

effects model gives the possibility to generalize the results from the studied populations to others. 

This drives us to choose the random effects model. The results confirm that big data analytics 

have a significant positive impact upon organizational performance with an aggregated path 

coefficient of 0.4864 (p<0.0001).Within our literature search, we have identified multiple big 

data analytics implementations and levels of applicability within firms. Big data analytics is 

being applied across all levels: fromad-hoc use, to the transformation of a function such as  

data-driven supply chains, culminating with the developing of a big data analytics capability. 

Firms invest vast resources and human skills, technology and technical expertise, IT 

infrastructure and process transformation, managers act as agents of change in order to nurture 

data focused cultures. These are the requirements and characteristics which an organization has to 

acquire in order to initiate a big data transformation. It is a meandrous, demanding and 

challenging path. But this is just one part of the equation. On the other side, we found that the 

benefits gained make it worth. What we generally identified as performance comes in many 

shapes. As a first tangible effect is decision effectiveness. This in turn impacts process efficiency 

in the form of streamlined operations; customer satisfaction because of an improved customer 

relationship management; sales growth and increased market share; financial performance, 

improving labor productivity, return on assets, and inventory turnover. In terms of strategic 

value, we identified benefits such as: firm agility, the firm being able to anticipate and to adapt to 

changes and eventually capacity to obtain competitive advantages either as cost leadership or as 

capability to differentiate. 

 

4.2 Implications for practice 

The potential and the challenge raised by the big data analytics trend are both promising and 

threatening. On one hand, it offers unprecedented possibilities: to decide based on facts and 

knowledge as close to reality as possible, to correctly allocate resources, to understand customers 

and transform organizations. But on the other hand, it involves uncertainty. As seen in the last 

years, big data analytics combined with automation promise to bring a new industrial revolution. 

In order to keep the pace, managers have to adopt a decision-making style centered on data and 

facts, in contrast with the classical style based on experience and intuition. They should act as 

agents of change. Organizations have to increase the intensity of organizational learning. First of 

all, it is needed for the organization to acquire the necessary knowledge in order to develop a big 

data analytics capability, and second to make it possible to create new knowledge with data and 

to act based on it. In terms of expertise and professions, both employees and managers have to be 

trained and to develop new skill sets. There is a scarcity of experts, so called data scientists, so 

organizations face a double challenge. On one hand, how to attract these specialists into the 

organization, and on the other hand, how to train their employees in order to develop the essential 

skills for this transformation. Managers alike, have to “pay their dues” as well, because in order 

to initiate and drive this change, they need to develop a basic analytics acumen, but most 

importantly to lead by example. This involves changing their management styles to the core, 

especially in the way they are making decisions. All in all, these changes and challenges bring the 

organization and the way it functions closer to the principles by which science is governed. That 

implies using data, evidence and facts and has as final goal the pursuit of truth. 
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5 CONCLUSION 

 

5.1 Contribution of the study 

In this study we aimed to quantitatively assess, with the help of a meta-analysis the impact of big 

data analytics upon organizational performance. We found strong evidence that big data analytics 

has a positive impact upon organizational performance. The results of the 37 articles, which we 

included in our study, converge to the conclusion that organizations do benefit, in many forms 

from a big data initiative. However, in order to adopt to this revolution, resources need to be put 

in place and employees and managers alike need to develop new sets of skills and behaviors. Our 

findings help to strengthen and to support the idea that big data analytics transformation is 

beneficial for an organization. 

 

5.2 Limitations and future research 

The limitation of the current study set the path for future research opportunities. When doing a 

meta-analysis, one of the risks involved is missing out relevant studies. One of the reasons for 

this is publication bias, which comes from the fact that articles with significant favorable results 

have a higher chance to be published while the other ones get rejected more often (Field and 

Gillett, 2010).In order to avoid this issue, one measure would be, that the researchers contact the 

authors of the discovered studies and ask whether or not there were additional trials, where the 

results found rejected the premise of the study. Impossibility to validate the hypothesis 

discourages the authors to send for publication the results or could decrease the chances of the 

study do be accepted. 

 

Second, the design of our study is centered on computing an aggregated score for all the articles 

included in the meta-analysis. We believe it to be relevant that sub-group analyses are performed, 

based on criteria such as: sector or size of the firm, big data analytics practice, dimension of 

performance. This clusterization can help, if found, to isolate the positive effect which we 

identified, to a specific characteristic either of the firm, the practice, or a dimension of 

performance 
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APPENDIX 2. SUMMARIZATION OF RESULTS IN R STUDIO 

Number of studies combined: k = 84 

logRR           95%-CI     z  p-value 

Fixed effect model   0.4558 [0.4435; 0.4680] 72.77        0 

Random effects model 0.4864 [0.4233; 0.5496] 15.09 < 0.0001 

Quantifying heterogeneity: 

tau^2 = 0.0828; H = 5.08 [4.78; 5.40]; I^2 = 96.1% [95.6%; 96.6%] 

Test of heterogeneity: 

       Q d.f. p-value 

 2144.94   83       0 

Details on meta-analytical method: 

- Inverse variance method 

- DerSimonian-Laird estimator for tau 
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